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Abstract

While MachineLearning (ML)exces at predictive tasksts inferentid capacity islimited due

to its complex nofparametric structureThis paper aims to elucidate the analytibahavior

of ML throughlnterpretable Machine Learning (IMLn areal estatecontext Using a hedonic
ML approach to predict unievelresidential rentdor Frankfurt, Germanywe apply a set of
modetagnostic interpretation methods decompose the rental value drivensd plot their
trajectories over timelLiving area andbuilding age are the strongest predictors of rent,
followed by proximity to CBD and neighborhood amenities. Our approach is able tothetect
critical distances to these centers beyond wheetts tend to decline more rapidly. Conversely,
close proximity to hospitalityacilities as well agublic transport is asswated with rental
discounts. Overall, ur reaults suggest that IML methods provide insights ialigorithmic
decisionmaking by illustrating the relative importanaaf hedonic variables and their

relationshipwith rental pricesn a dynamic perspective

Keywords: Interpretable Machine Learning, Microeconomic Hedonic Pricing, Housing
Markets, Rental Markets

I ntroduction

Possible applications of Artificial Intelligeng¢@l) andMachine LearningNIL) aremanifold
andare rapidlygainng importanceacross a number of domain&/hile mostmembers of the
general publidnteract with ML algorithms on a daily basis (e.g. personalized web ads, malil
spam filter, etc.), there is also growing number ofdiscoveriesand implementations in
researchRecentlyDeepmind and itgterdisciplinary research teasnlvedone of the biggest
challenges irbiology with their Akbased system AlphaFold to predict how proteins fo&d
problem that has been investigated for nearly 50 y(&ansior et b, 2020) Further high stake
domains includearrival planning in emergency department aadcer diagnosis ihealthcare

(Ahmad et al., 2018)r recidivism forecasting isriminal justice(Berk & Bleich, 2013)
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But how is it that these methods amaly gradually coming to the forePhe high predictive
performance markiglL as a promisingxtension foexistingregression as well as classification
tasks due to their ability to incorporate complex pattand deal with large datasetttowever,
because the methods are often perceivedpasjue their secalled b | laog kharacteris
repeaedly criticized. Certain use cases such as anbAsed decision support of credit
applications may improve and accelerate business operations of bamkesyerthe sole
decisionof whether a credit may be granted or den@cks accountability andoes not
represent a satisfactory outcome faitherthe applicantnor the creditar Consequently,
explainingtheinner working of an ML model is important to justify analidatehow a certain

decision is made as well as to disconvew insight§Adadi & Berrada, 2018)

A similar picture carbe seerfor the application of Aln the real estate industrBecause real

estate represents one of the largest asset classes wor(#wklet al., 2017)an adequate
estimation of real estate prices and rents are of crucial importance for investors, landlords and
tenants. By treating the property as the sum of its indalidharacteristics, the hedonic price
regression has established itself as the main approach for price and rent estimation. ML models
haveproven to be helpfuh real estate hedonic modelling especially for predictive purposes.
Nevertheless, their infenéial capabilities are limitedsince the aforementioned missing
transparenchidesthe inner logic and decision makipgocesgMullainathan & Spiess, 2017)

But how to overcome this obvious weakne@sf2 possibility is to design models in such a way
that their complexity is kept low from the beginning to ensure interpretatityexample

comes fronLechner et al(2020) who have created a deep learning algorithm that manages to
control a car based on only a few artificial neurons. As a result, the decisions made by the
algorithm are easy to understamdhile maintaining robusess and functionalityAnother
possibility is to examine existing ML algorithms and their results with special analysis tools in

order to establish interpretabilityhis is where this study picks uphe ML algorithmeXtreme



Gradient BoostingXGB) is used for a hedonic estimation of rents in the city Frankfurt am

Main, Germany and forms the basis for the application lofterpretable Machine Learning

(IML) methodsDifferent modelagnostictools such as feature importance and featufeces

are appliedo illustrate how hedonic characteristics contribute to the final prediction of the
applied ML modelTo t he best of t Ihisistkeditsthneal esate relateco wl e d
studyto use expostIML methodgo justify machinebaseddecisicn-making on the one hand,

and on the other hand, g@min further insights into the individual value of certain hedonic

characteristics of an apartment.



Literature review

For decades, hedonic models have formed the basis for empirically assessinghprieggsa
of properties based on their characteristics, such as amenities or logatiedonic model
estimates the effects of tleesharacteristics by bundling thento a function and can thus
determine the price of a properfiyhe approachs commonlyusedbecause the conceptfers

many possible applications for a wide variety of problems.

According toSirmans et al(2005) origins of the hedonic model do not go back to just one
foundingfather. Wherea€ourt(1939)first used a hedonic procedure to determine automobile
prices,Lancaster(1966) and Rosen(1974) paved the way for the application in real estate
Since then, a large body oftdrature has emerged dealing with issues surrounding the
relationship between the price or rent of a property and its characteristics. EsSéngppgrd

(1999) Malpezzi(2002)and Sirmans et al(2005) provide an overview of the diversity, but

also the complexity of the questions that arise within hedonic research. However, the starting
point is, as so often, the underlying data set or the available features of a ppery1988)

argues that building characteristics that usually determine prices in a hedonic model can be
grouped into three categories: Structural, location ragighbourhood/ariables.Can (19)
andStamou et al(2017)define them as follows: Structural variables describe the nature of an
apartment, such as its size, the number of rooms or the age of the property. Locatitesyariab
on the other hand, such as distance to the central business district ¢efi¥ the geographic
location. Neighbourhoodvariables tie in here and illustrate the seecmnomic environment

such as household income or the physical mgkef the close environment. Often, the
location andheighbourhoodrariables are considered together, as sometimes the distinction is
not evident Can, 1992Haider & Miller, 200Q Des Rosiers et al., 201%tamou et al., 2037

In the recent past, much of the focus of studies has been on the effect of these locational or

neighbourhoodaharacteristics. Within this gop, variables of interest come mainly from the
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environmental, infrastructure and social domains. With respect to features in the immediate
environment of a propertfpumm et al.(2016) Rouwendal et al(2017)andJauregui et al.
(2019)analysethe effect of proximity to water on price. StudiesBsglow et al.(2015)and

Dumm et al.(2018)showthe price impact of nearby subsurface conditions such as sinkholes
or land erosionOtherissues such as thefiuence of distance to urban green spdCGamway

et al.,, 2010)or the presence of air pollutiofirernandevilés et al, 2012)also receive
attention Consideringthe group oieighbouringnfrastructural facilitiesand their impact on
properties different studies emergeHoen et al(2015) Hoen and AtkinsoiPalombo(2016)

and Wyman and Mithorpe (2018) studythe effects of nearbglectric facilities on property
prices, such awind turbines and power lineAvailability of transportation facilities such as

of ahighwayand railtransit arénvestigated byChernobai et al2011) Li (2020)andChin et

al. (2020) According toTheisen and Embleif2018)andZheng et al(2016) the possibilityof

an easy access to early childhood education and training in the form of nearby kindergarten or
schools is also a priegetermning factor of residential properties. There evenmore exotic
themes suchsathe influence of strip cluli8rooks et al., 2020)r the proximity to food trucks
(Freyboteet al., 2017)Nevertheless, factors in the immediate social environment can also play
a role. For exampleGoodwin et al.(2020) find that the presence diome ownership
associtionshas pricedetermining effectsSeo(2018)shows that theeighbourhoodondition

is similarly price determining.

When it comes to the model desighe tusual hedonic approach involvegaaametric, semi

or nontparametric multiple regression analysis, which uses a pooled data set of properties and
their individual features. Interestingly, the development of improved computational capabilities
has recenthallowed other methods such & to complementhis estimation procesgVhile

the parametrichedonic price regression approach is largely applied for inferential pusjtsses

potential for predictive tasks is rather limit¢dérezRave et al., 2019)The scope of ML



methods, however, is the other way around. While inference has hardly played a role so far due
to the mostly opaque algorithms, the predictive qualities of these methodsach more
pronouncedML algorithms, likegradient tree boosting (GTByriedman, 2001 yandom forest
regression (RFR(Breiman, 2001aand support vector regression (SMB)nola & Scholkopf,
2004) are capable of artificially learning from the underlying data and continuously improving
their predictive performance. Hence, these algorithms have steomarkableaccuray. In the

real estate literature, Maus studiesdemonstrat the performance of ML algorithmand
parametric hedonic models, includibgm et al.(2009)andKontrimas and Verikag011)for

SVR, Yoo et al.(2012) Antipov and Pokryshevskayad012)andYao et al(2018)for RFR and

van Wezel et a2005)andKok et al.(2017)for boosting methodsuch as GTBFurthermore,
Zurada et al(2011) Mayer et al.(2019)andHo et al.(2021)document the performance of

different ML methods.

However,these methodareviewed criticallydue to their black box charact@icCluskey et
al., 2013) sincethe final resuloften delivers the raw prediction without letting one know how
it came to tle respectiveonclusion As Mayer et al.(2019) state, the predictive accuratsy
only achieved by reduced comprehensibility of the ML modaks to its ability to artificially
capture highly complex pattern within the underlying détaconsequence, researchers are
mostly faced with the tradeff between what is predicted (predicticaar)d why the prediction

took place (inference).

In generalmanyML methods such as SVR, RFR and GTgrovidemodeltransparencgince

there is an understanding of how the underlying algorithm works and the algorithm can be
described mathematicalyithout further knowledge of the dataalthough the structure of ML
methods is increasingly compleXevertheless, model interpretability in terms of identifying

and understanding what factors impact the final predictions seems to be the bottleneck for an



ovenrall acceptance and implementation of ML methods, because sole measures like predictive

accuracy are an i ncommwlréd tde(Dodhe\&lezr&iKimt201d)n of m

In the real estate literatyréirst approaches have been made to combine predictive and
inferential purposewithin aML context PérezRave et al(2019)propose a variable selection
approach <called “incremental sample with re
prices.They applyrandom forest$o varying subsamples to predibetfinal property prices.
Variablesare identifiedas importantif the feature is used in the final prediction roliethe

RFRs for 95% of the subsamples. The final inferential interpretatibased on a parametric
hedonic model using only the Méelected variablesvioreover,Pace and Hayung@020)
analysethe informational content of residuals frdmear, spatialhedonc regression and ML
models. Afterapplying regression treesheyfind that spatial information is stifiresent in the
residuals of ML modelsAlthough single trees are easy to understand and their decision rule
can be illustrated gphically, they show limited predictive performance and tend to be unstable

dueto high sensitivity to changes in the data or tuning parameter.

To conclude this sectiomhis rather youndield of research opens upe possibility tadurther
engagewith theinterpretability of ML modelsnd the impact of hedonic characteristloghe
following, we presenthie data set of our analysaed describe the methods we usernable
the interpretability of ML-based predictiondAfter that we discuss the resuiad summarize

our findings in the conclusion.



Data

The sampldor our analysicomprise$2,966observations aofesidentiarents in Frankfurt am

Main, Germany.The country is the fourth largest economy worldwide and known as a safe
haven for both domestic and crdssrder real estate investmenigith one of the lowedtome
ownership ratios of 51% being well below the European average, Germany is seen as a rental
marketrather than ehomeownermmarket Frankfurt represents the leading financial hub in
continental Europand is hosting the European Central Ban#ithe Frankfurt Stock Exchange
amongst maniymportant financial institutiongts metropolitan region isome to moe than 5.8

million inhabitants.

Rental data stenfsom Empirica Systeme, one of the largest German provider of real estate
data, which comprises, amongst otheeg] estate listings déading Germamultiple Listing
Systems (MLS)Data preparation and cleaningpsrformedto account for duplicates and
erroneous data pointés the study focusson the urban rental market in Frankfurt that is
mainly determined by apartment rentalg, excludesingle, semidetached and terraced hosise

We furthermoredeave outstudent apartments, senior living accommodations, furnished co
living spaces, and shestay apartments to control for highly specialized-sarkets that are
expected tdias the overall rental marké&tigure 1provides two map of therentaldistribution

in the data samplier Frankfurt.lt highlights the average rent per sgqnevery ZIP Code (left)

and displays albbservations gatherdgight). Both maps indicate that the highest rents are
found in the center, while lower s tend to occurn the outskirts.There are no rental
observations in the most southern part of Frankfurt due to highly forested areas and the airport

of Frankfurt.



Figure 1: Distribution of rents and observations of the Frankfurt data sample
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Notes:The left map shows average rents per sgm for each ZIP code. The right map depicts all observatmmserBbéhFrankfurt city area

from 2013 to B19. The thin grey lines display the ZIP codes.

Besides the rent as target varialthes data contain infamation on structural characteristics in

terms of lving area, building age, floor and whether a kitchen, parking spot, bateorage,

bathtub and elevatas presenbr whether an apartment is refurbishéée add socieconomic
datafrom Growth from Krowledge Germany’' s | argest mar ket re
rental data points are georeferenced, we are able to add a spatial gravity layer based on data
from Eurostat, the German statistical office and Open Street Map to account for spatial
information and therefore add severathtionvariables We include the distance to the CBD

as well as to numerous importamenities. Proximity to buand railway station account for

public transport and accessibilitRakery, sipermarket, convenienand department store
distancescomprice thelocal supply.Bar, beer gardenand café represent the access to
hospitality While distances techool and park allow insights on public ameniteximity to

car wash and traffic signal incorporatg@versesffecs mainly due to noise emissm®n

MLS are frequentlyused in German rental markets from professional as wélbasprivate
landlords. Moreover, since neither landlords nor tenants are obliged to disclose contract

information in Germany, listing data is the main source of information for both researchers and

9



practitioners: In addition, it should be noted thaintal price formatioin major German cities

is generallydominated by the offering parssinceresidentialvacancy ratesn metropoltan

areas are remarkablow.? A look at individual renting scenarios revedlst a landlord
regularly receives inquiries in the dowadl®it rangefor an apartment that has been advertised.

In consequencehe rental decision is not based on auction procedures but rather on timely
application and begpersonaland solventfit for the landlord In the literature Cajias and
Freudenreictf2018)demonstrat¢hat German residential markets are subject to low Tme
Market and diminishing degrees of overpricidg Grobel (2019) suggestsasking data in

Ger many refl ect the arukete ndAlthpugpivdelormaticlhimng ov
that rental listing precisely reflect the agreed contract rent, we expect the listing rents to be a

useful frameworkor the ongoinganalysis.

1 See e.gGrobel and Thomschké018)using German rental listing prices in research as well asas&lblished
applications of listing data e.g. F+B Residential Index or Empirica Real Estate Index in practice.

2 According to CBREthe vacancy rate faesidentiareal estatén the cityof Frankfurt am Main marks 0.4% of
the stock. Moreover, Immobilienscout 24, the leading online listing platform for real estate in Gerepants
198 clicks on average for amline apartment advertisement

10



Table 1: Descriptive Statistics of the dataset foFrankfurt am Main (20137 2019

Unit Mean Median Std.Dev
Rent EUR/month 1,036.123 884 638.175
Living area sqm 78.175 72 36.688
Floors Integer 2.396 2 2.328
Age (relative to 2017) Integer 49.377 48 39.701
Bathtub Binary 0.564 1 0.496
Refurbished Binary 0.242 0 0.428
Built-in kitchen Binary 0.688 1 0.463
Balcony Binary 0.633 1 0.482
Parking Binary 0.487 0 0.500
Elevator Binary 0.449 0 0.497
Terrace Binary 0.136 0 0.342
Purchasing Power EUR/HH/ZIP 50,390 49,993 5,798
CBD_distance Km. 3.616 3.604 1.896
Bar_distance Km. 0.722 0.511 0.636
Beergarden_distance Km. 1.135 0.937 0.759
Cafe_distance Km. 0.346 0.240 0.325
Bakery_distance Km. 0.370 0.245 0.403
Convenience store_distance Km. 0.849 0.589 0.748
Department store_distance Km. 1.550 1.306 0.997
Supermarket_distance Km. 0.252 0.223 0.167
Bus station_distance Km. 3.062 2.667 1.566
Railway station_distance Km. 0.835 0.581 0.685
Traffic signals_distance Km. 0.186 0.157 0.135
Car wash_distance Km. 1.266 1.234 0.584
Park_distance Km. 0.266 0.236 0.158
School_distance Km. 0.302 0.278 0.167

Notes:Thetable reports the summary statistics comprising dsitaf January 2013 fdecembef019 Age is calculated as the difference
the building age to the year ZDAIl distance variables amlculated as the distance to the specific dwelling in kilometers. Binary var
report whether the dwelling includes a certain characteristic (1) or not (0). Rent is presented as euro per month.nimforneaisehold:
(HH) is reported on ZIP leveSD: standard deviation, Min: mimum value, Max: maximum value.

Table 1 shows the descriptive statistics. Wadiia mean asking rent @{036.12EUR p.m.
(euros per month)An average apartment #8.175sgmlocated on the ™ floor in aproperty
that was built in 1968The apartment contains a bathtub, a BaHkitchen, a balcony, but
neither a parking slot nor an elevator. On average, it BSKBnGaway from the CBD350 meters

to the narestcafé and 250 meters to the closest supgtetaThe bus and itavays station are

3 km and 0.8«m away, whereas the nearsshool is located 300 meters nearby. The mean

household purchasing power amount§@B890EUR p.m.3

31n Appendix 3, we provide a full set obrrelation coefficients for all variables.
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M ethodology

ML has provenits predictivepowerin the literature and isommonly usd by real estate
professionaldo inform their decision makin@RICS, 2017) We applya treebasedapproach
to build the foundation for further analysi8sPace and Hayund2020)state, a regression tree
(RT) is easyto-understand while still being capable of identifying complexteyn.That is
because trees can capture Hiapar relationships as well as interactiolmsits core, a RT can
beunderstoods nested iélse conditionsTreebased models dividhedata in distincsulsets
andmakea prediction for every subgwhich usually igshe average outconad all observations
in the specific subsetThe division is made by several splitting stapswhich iteratively a
feature variable is chosamd its feature space is spfita way that a certain criterion is affed

most (e.g. th@rediction error is reduced mpsintil a stopping point is reached.

Since single trees are prone to misspecification, ensemielased to aggregate and combine

the prediction rule of multiple treed/e choose XGB aanensembldoostng method, which

has shown to be capable of accurately predicting property prices and rents and at the same time
yield robust estimation resuftsDeveloped byChen and Guestri(R016) it is apromising
approactfor regressionas well ador classification as it contains specific features that won it
several Kagglecompetitions in the recent past. In its basic concept, boosting fits an initial tree,
calculates the residuals of the initial prediction, arghfiother tree othe residuals to stepwise
reduce the prediction error and incrementally enhance the final predictionToufgevent

overfitting crossvalidation is applied.

Because the internal logic and consequently the rationale behind the individual predictions is

ratherhidden,the use of ML ofterlacks transparencyln consequence, a growing body of

41n general, tredased ensemble algorithms are based on two different approaches, namely boosting and bagging.
See e.gHastie et al.(2009)for a more detailed introduction to the fundamentals of ML models.

5 Kaggle is one of the leading online platforms for the data science community and regularly hosts data
competitions. For further information skps://www.kaggle.com
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literature on IML® has evolved in recent years to furtierprove trustin algorithmicdecisions
(See e.gAdadi & Berrada, 201,8Carvalho et al., 201 ®rrieta et al., 202@r Linardatos et al.,
2021). In general, treebased MLmethods shovsomesort ofalgorithmic transparency, since
their underlying concept and theory is comprehensible and mathematically degtaiined et
al., 2013) Neverthelesst is not evident, which featuf@nd to what extent it contributesttee

prediction.

One possibilityto understand how predictionsre achieved in this context is ise
interpretable ML models® Like in parametric models, specific restrictions limit the
conplexity of the model and therefore allow inferential insights. RTs are ekwelln example

of interpretable ML models if e.dhé depth of the tree is limiteds Molnar (2020)states, short
treeswith a depth up to three splits are interpretable in a comprehensive way, since a maximum
combination of three {€lseconditionsas the dasion ruleis enoughto explain how the model

yield a certain prediction.

Limiting the models complexity often results in depriving ML mucht® effect, since their
flexible structureenablesa strong predictive performand®reiman, 20015) Consequently,
(posthoc) modetagnosticinterpretation methodshave been developed, whiskparate the
explanatory framework and the ML model, thus preserving its predictive capabilities.
contrast to interpretable models, the Miodel remains a blackox, with the separated
interpretation métods aiming at extracting interpretable information {ast. Modelagnostic
tools benefit from their flexibilitybecause they do not depend on a specificriviithodand

can be applied teariouslearnes (Ribeiro et al., 2016)

81n the context of IML, the term Explainable Artificial Intelligence (XAl)afienuseal synonymously.

" To describe the covariates, hedonic literature mainlysédehemas variables or characteristics, while research

on IML generallyusesthe term features.

8Interpretable ML models are also referred to as transparent models, since they are considered to be understandable
by itself.

9 See e.gShmueli(2010)for further discussion on the tradéf between model accuracy aimderpretability.
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Interpretation methodiffer on whether their focus on feature importancer feature &ects.
The first one aims at evaluatimghich featurecontributes the most to the predictiovhereas
the second one sheds light lmow a single feature contributes to the predictitime methods
are perceived agypical anduseful toos to show the impact of features in ML modeind
explain theinner workirg on a global leve[Hastie et al., 2009We wse the FeatureEffect and

Featurelmp functiosboth implemented in the iml packageR (R Core Team, 2020)

Feature importance (FI) measures the relevanoé a single feature for the predictiofhe
importanceof a feature is calculated by permutation ofabservedeature valusand its effect
on the prediction errpikeeping all othefeaturesconstantBased on the concept Bfeiman
(2001a)for random forestsFisher et al.(2019) provides a modehgnostic framework for

measuringhe covariates contribution tbheaccuracy of an ML modelalled‘ model reliance

Let & be the feature matrixothe dependent variabéand"the ML model, with the prediction
errorQbeing measured by lossfunctiond ¢HQG . The feature importance is defined as the

ratio of the model error after permutation to the original model error bgfotehing features.

— Q Q
a0 P

The permutated error is thereby calculasdheexpectecerror of the ML model based on the

permuted feature matri®
Q "Q  e0 GAHQO C

To visualize the most important features, ewarableis ranked and plotted according to their

Fl. Alternatively, the FI score can also be calculated as the diffecdrioh errors, although

the ratio provides the advantage of higher comparability.udéethe Mean Absolute Error
(MAE) as loss functiorBy switching the feature values of all observatidesy. an observation

with 1 for a kitchen being present is switched to 0), FI calculates how much this change leads

14



to an observable decrease in prédit accuracy. It can consequently identifnetherthe
specific feature contributes to the overall predicbhomvhetheiits change desnot perceptibly
affect the outcome Lastly, we average the importance measures ol@d repeated
permutationsAs Fisher et al(2019)states, Fl is a helpful tool to identify influential features

and increase the transparencylaick box models.

In addition to the individual importancteature effecs showhow a single featurenfluences

the predicted outcome of an ML modélfter the training process,ML model has learned a

specific relationship between the covariates and the target variable that can be aRatyiséd.
DependencéPD) plots visualize thenar gi n al effects of features
(Friedman, 2001)The plots are based on partial dependence functiarsch highlight the

effect of one feature on the target variable when the average effects of all other features are
accounted for. PD ploteveal useful information e.g. whetheettelationship can be explained

linearly orin amore complex manner

Let once agai be the vector of thevariables andh be the number of observatiofiie PD
isthe effect of features of a subsetby marginalizing oveall other features in the complement

subsetd (Zhao & Hastie, 2021)Given the ML modelQ thepartialfunction™Q is defined as:

Qo O "oho Qo @ o o

With Q> w being the marginal distribution @5 . Marginalizing over all other features lsad

to a function that is solely dependent on the featidrée be analyzed. The partial functid®

is estimated usinthe Monte Carlo method to average owmtualfeatures valuee while

keeping® constant:

"Qw ho T

o)
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As shownin Greenwell(2017) all values of featurew (e.g. living area) arén a first step
replaced with thearticular featte value(e.g.of the first observationsThe ML model predicts
expected output values for the newly created dataset (where all observations have the same
constant feature valu® ). Averagingover these predictionsalculateshe marginal effect at

the particularfeature valueThis step is repeated times to obtaira marginal effect forall
observedeaturevalues.Finally, the single feature values are plotted againstebelting™Q .

For a linear hedonic moded,g.based on ordinary least squaf@4.S), a PD plot would show

a straight lingepresenting the specific estimated coeffici&stZhao and Hasti€2021)state,

PD plots are &aluablevisualization tool to interpret how the prediction of ML models depend

on specific features.

16



Econometric results

To set up a functional ML frameworkve first train the XGB algorithm on odiataset of rental
pricesdescribed irthe data sectiorWWe apply random crosalidationwith five folds and five
repetitions The tuningprocesdakesl6 hours with72 central processing unit€PUS9 running
simultaneouslyThefinal XGB model istrainedwithn = 0. 243, vy = 0.0431,
22.64 The out of samplerental predictionwith XGB yieldsto a R2of 92.50%. The mean

absolte percentage erramarks 11.13%Moreover,57.96% of allpredictionsdeviateless than

10% from the observed value$he tuned XGB algorithnsubsequently allows posthoc

analysis witha set of modeagnosticinterpretationtools to identify featuremportance and

feature éects1®
Featureimportanceof the hedonic characteristics

Figure 2providesthe relevance of all characteristics for the ML predictiased on Fl. The
features are individually ranked on the@xis from most important at the topléast important

at the bottomThe xaxis provides information of how much prediction accuracy changes when
the feature values are permutated. Median values are plotted with the bar denot¥atite 5
95% quantiles. Feature importance ratios exceedinglitdte an observable impact on the

overall prediction. Ratios that tend towards 1 imply a ratkgtigibleinfluence of the features.

10 To ensurebasichedonic functionalityof a hedonic rent estimatipnve appy linear, spatial and nelinear
methodsn advanceThe corresponding methodolognd the resultarepresented and discussed in Appendix 1
(methodology)and 2 (results) All variables show expected signs and do not contradict findings from related
literature.
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Figure 2. Feature importance of the hedonic characteristics

log Living area | ——]
Age |
CBD_distance »
Department store_distance = ]
Built-in kitchen fm
log Purchasing Power I
Bus station_distance [0
Bar_distance 1
Parking [ ]
Beergarden_distance ]
Railway station_distance L
Convenience store_distance L)
Floor 1
Elevator ]
Balcony ]
Car wash_distance b
Traffic signal _distance 1
Park_distance I
Cafe_distance 1

School_distance ]
Bakery_distance 1
Supermarket_distance (
Bathtub |
Terrace I
Refurbished I
1 1.o1 102 1.03 104 105 106 107 108 109 11 LI11 137 138 139 14 1.62 4.63 4.64 4.65

Note: The figure displays the median values of thiativefeature importance obtained with XGBIAE is chosen akss functionVariables
are ranked based on their Fl score. The bar denote&dhad 95%quantiles of the distribution of FI scores after 16petitions A break in
the horizontal axis isonducted to ease readability.

It is not surprisingthat living area and agee ser to have by far the biggest impact on rental
prediction. Their median valueshighlight that randomly permutindiving area and age
individually 100times increases the model errby a factorof 4.64 and 1.39while keeping

all other variables constariurthermoredistance to the CBD and to a department store are of
high importance and associated with an increase in MAE of 1.10 and 1.09. We expect both
variables to be a suitable proxy for a good locatioMoreover, he presence of a built in
kitchen isalso heaw influential. The purchasing power per househ@dfollowed bythe
distances to thbus statiorand the nearestar and beegarden'? The existence of a parking
spotcomplements theenmost influential variablesVe will not discuss the remaining variables

in detail since their contribution seems rather marginlaé small distribution of FI for all
variables demonstrated by th# and 95%quantile indicates that the results are stable over all

repetitionsTo summarizefeature importance ranks how relevant a variable is for the predictive

1 In major German cities, department stores are usually located either close to the city center or in highly
frequented and therefore good shopping liocat
12 Beergarcers areperceived as important hospitalihstitutionsin Germany and thube result is not surprising
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taskas itprovideswhich variables are more or less influentiad &nML model Onecan thus
obtainafirst impressiorwhether an algorithmic hedonic modigliversreliable results that are
based on a plausible understanding of the economic cormxever,Fl does not provide any
information about the sign. Tdarify e.g.whether a mall or largedistance is decisiveve

investigate featureffects in a next step.
Featureeffects of the hedonic characteristics

PD plotsenable aranalysisof how a certain feature influersthe rentalpredictionandwhich

relationships between residential rents and property charactehssicbeertraced by the
algorithm While the X-Axis provides information on the independent variabta the stacked
black lines indicating the amount of observatiadhg Y-Axis shows lie respective renevel.

Sincemarginal effects are calculated and averaged for every feature value, Peglote
high computational poweiThus we plot the partial dependence ftre year2019 whose

generatiortook eight hoursof computing time.

Figure 3: PD Plots for living area, age,distances to CBD and dpartment storein 2019
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Note: The figure displays the partial dependence of the most impdeaiureregarding twastructural characteristiand distance t€BD
and department star&€he vertical axis denotes the feature values of log rent level while the horizontem®isentshe covariates feature
values. Stacked black lindgsplaythe number of observatiorSource:Own depiction.
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Figure 3 demonstrates how rental prices aresoasatedwith the four most influential
characteristics living area, age and distance to CBD and departmen¥étostart with the
most importahfeature living area, which iacorporated as the natural logarithamcethe PD

plot highlights a linear alationship,the commonly appliedog-log transformationcan be
confirmedasa goodapproximationof the positiverelationship between living area and rent.
Recent hedonic literature on property prices provides similar findings for the positive
relationship (e.gDumm et al., 2016Dumm et al., 201&r Stamou et al., 20}7Age is
perceivedo bemore complex, though intuitive. We find rental values to decreasegvattier
age until a building year of 1998D00. While newly buildapartmentbtain highest rents,
depreciation changes in living preference as well as increasing requirements on -energy
efficient constructionmost likelyresult in a steep decline in rental valuelisTis followed by

an indifferenceof rental valuesip to 194&. Frankfurt was heavily bongalin World War 11,
with emergenceonstructionf social housing provided by the governmenthia following
decadesTherefore, istorical prewar buildings face higher rentS8onsequently, building age
displays a tshaped relationshj@as e.g. incorporatl inMayeret al.(2019)

Distance to CBDs perceived to banighly influential In general, we find rental prices to decline
with greater distance to the city centlledonic literature suggests similar conclusions since
authors such asland(2010)or Zheng et al(2016)also find a negative relationship between
property prices and distance to the city ceriienvever, the opposite effeist visiblefor close
proximity. We expect énantsto appreciate separation frowery urban areas. A graphical
turning point can be foxd at about 1.%m, followed by moderate decline in rental prices.
Interestingly,apartmentglose to the CBD face comparable rental values than the onésin 5
distanceA steepdecrease in rent levetsin be seebheyond 5 and 7.km.

Regarding local quply, department stores aratherlinearly and negativelyassociated with
rental values. The proximity to shopping facilities results in increasing Wetsb not findan

equivalentdistancevariablein the hedonic literaturdnowever,Dubé and Legro§2016)show
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a positive price effect for propertigsot more thanl km awayfrom a shopping center
Interesting to notehe distance tdepartmenstoredrops sharplyat about 1.mnd 2.5km. This
could indicate a critical distance foonsumemyoods.However Fl identifiessupermarkets
theleast importantlistance variableNe assume that a high densitysofpermarkets imrban
areas ensure local supply for everyday goods and therefore resulegtigibleinfluence on
rental valuesln contrast, we assume different circumstances in coramunities. With minor
influence due to the limited appearancedepartmenttores we expect theimportance of
supermarket to be more pronounced in-nwtropolitan areag-urthermore,Fl ranksthe
presence of a buiih kitchen as importantGrobel and Thomschk@018)find a siqnificant
positive relationshifppetween buikin kitchens andents in Berlin (Germany)However, die to
its binary naturethe visualization with PD plots is limited.

Figure 4: PD Plots for purchasing power, distances to bus station, bar andder garden

6.88 ' [

6.850

o
%
o
I

6.825

Log rent
Log rent

o
0
=

1

6.800
6.82

[ ] N NN W . ] [
3.8 4.0 4.2 0 2 4 6
Log Purchasing Power Distance to Bus station (in km)
oS
686 d 6.86

6.85

Log rent
Log rent

6.84 el

6.82 —
N 6.83

|
N -Il-.l w L | u L1 m
0 1 2 0 1 2 3
Distance to Bar (in km) Distance to beergarden (in km)
Note: The figure displays the partial dependence of the most important feature regarding two structural characteristics artd diB@nc
and department store. The vertical axis denotes the feature values of log rent level while the horizontatseidsrépe covariates feature
values. Stacked black lines display the number of observaBonsce:Own depiction.

The next mosimportant characteristiatisplayed in Figure 4re according to Flpurchasing
power and distance to bus station, barlzeergardenWe find sociedemographic information

to show aatherlinear relationship. Neighborhoods with high purchasing power are associated
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with more expensivapartmentandthus the variableis perceivedas a characteristic of a good
residential ara A steep increasen rental valuedor high wealth districts could reflect the
segment of highise apartments in residential towelWhile the construction of highse
buildings is restricted in most German cities, Frankfurt has early incorporateditoiaengs

in urban planning. These do not only represent the highest price segment in the residential

market of Frankfurt but have shown to be driver of residentieéprand rents in the last years.

Interestingto note the distance todr, beergardenand bus statiohave shown to affect the
overall predictiorthemostout of allhospitality and public transpdaaturesAll threevariables
show a nodinear relationship with residential rents. We find tfistanceto a bar to be
positivelyassociateavith rental values up to approx. 70@ters While a bar ircloseproximity
would result in lower rents, the access to hospjté&#ads to an increasen rental values only
from a certain distance. We expect tenants to face adfdietween accessilty and negative
externalities such as noisehesame relationship haddor the variable bus statioA. location
further away from a central bus hub is linked to higher rental values up to apprx. Bince
central hubsare related to mostly high wab density and traffic, wassume thatenants
appreciate locational separatidrne plot revealshe relationship to be quite constant until 3.5
km, followed by declining rental price3he accessibility to central hubs through different
means of transport seems to overlay negative effect of a larger distance. However, lafter 3.5
we find this effect to become visible aaplartmentshat are poorly located in terms of transport
face digounts for low accessibilityfhe presence of a parking spot complements the ten most

influential variablesyetas a binary variable it isot displayed as a PD plot
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Figure 5: PD plot for rent and distanceto CBD for the years 2013 t®2019
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Note: The figure displays the partial dependence of important variables over differérds The vertical axis denotes the feature values of
the log rent level while the horizontal axis denotes the covariates feature @dusse:Own depiction.

Adding atemporal dimension to our analysis by displayiagtéire effects on a yearly basis
enables us a last stepo illustratetemporaldynamics of the effects of hedonic characteristics.
We demonstrate the latter by analyzing the distance to the CBD (Bganel the distance to

a department store (Figuég

At first, Figure 5 shows anegative relationship betweeent and the distance to CB&cross
time. A continuous upwards shift fall feature valuesdicates increasing rent levels during
the observed perio@nly the graph of thgear 201%ehaves differentlysinceit moves below
2018for closer proximityandanalogougrom 5km distance onward3his developmetcould
be attributed ta decliningpreferencefor downtown locationsn combinationwith overall
stablerent levelsn recent yearsAlthoughthe course of all lines is quite similave findsome
differencesFirst, adropin rental prices at a distance of 5 igiiess pronounced f@017,2018
and2019 tharfor previous yearsThis possibly indicatethat residential locations furthaway
from the center experiencednt increasedue to a growingreferenceor suburban areas

duringthe last yearsSecondanothemajor decline can becognizedt7 kmfor 2013 to 2016.
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In thefollowing years 2017 to 2019, however, this is only noticeabbe distance of approx.
75 km, butthe downturnis considerably strongeBoth changes indicatthat residential
locationsin medium distance to ¢éhcenter (5 to 7.5 km) experiencgtiongerrent increases
compared to central as well as periphery location. We would assume that high deossutichin

locationsresults in a preference shift towards apartments further away from the CBD.

Figure 6: PD plot for rent and distance todepartment storefor the years 2013 td2019
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Note: The figure displays the partial dependence of important variables over difierérds The vertical axis denotes the feature values of
the log rent level while the horizontal axis denotes the covariates feature @uese:Own depiction.

In Figure 6, a negativerelationship between rents and the distanca department store is
displayed, yeta similar patten for the graphs can be saarterms ofcomparable upwards shift
of rents throughout all periodsd 2019 beingslightly below 2018A first major declings
visible at approximately 1.Rm, with the years 2013, 2014 and 20&¥%perienting a stronger
decrease-rom 26 km distance, the picture the other way aroun®Vhereas rentgell rapidly
from 2016 ta2019 the downturn was not as stroagin previous yearslhe findings indicate
thatwhile locations betweeh.2km and2.8 km gained popularitjfocations irnclose proximity

as well as further away remained morelass stableAppendix 4provides additional and
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centered PD plots for the features Distance to Distandegartment store. Centered piDts

aid and underpin thinterpretatiorof the differences in PDs throughout the years.

Ultimately, the feature effects technique yields greater transpadiiow the differentnputs
contribute to the final estimation of the ML model. By visualizing itigividual relations
between th@ariables and the rent to be estimated, this medleatbnstrates/hich (economic)
rational the algorithm has learned from the data and accordingly integrated into its internal

calculations.
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Conclusion

This paper shedsght on howMachine learning (ML) based decision making in hedonic
modelling can be made more transparent. We visualize and investigate the relationship between
residential rents analset of hedonic variables whietas learned by BIL model Based on a
resdential dataset of more than 52k apartments in Frankfurt am Kamanywe apply the
eXtreme Gradient Boostingalgorithm (XGB) for rental prediction. Modehgnostic
InterpretableMachine Learning (IM) methodsare subsequently used to examine feature
importance and feature effecEeature importance (Fheveals that living area, age and the
distance to CBD and department store influence the overall rental prediction the most. In
contrast, the least importafeatures are several structural dummy variables and the distance to
asupermarket andbakery albeit in an urban setting with presumably excellent coverage with

everyday shopping facilities

We plot the partial dependenc@®D) for the influential vaiables that were detected in the
preceding analysis to highlight feature effects. Although the relationship of rental values and
the distancéo CBD and departmestore is mainly linear, major declines at specific proximity
values indicate that criticaistances tahe center as well as kncal supply exist. Furthermore,
there seems to bedifferencein rent level to the wealthiesieighborhoodslinterestingly, we

find that close proximity to hospitality and public transport is associated with restaudis

In addition, the inspection of PD plots on a yearly basis reteal®specially apartmentsa
medium distance to thaty centerface considerable higher rent irases over the yeakdle
assume bothraincreasingpreference for less urban areas as well as peaking rentderiter

to be possibleeasos.

To conclude, interpretation methods can reveal the rationale behind the ML models estimation
by demonstrating what relationship the algorithm detects inrtlelying data. Peeking inside
the black boxenabls researcher reenachow a ML modehrrived atits prediction and will
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help to gain new insights, ease practical applications and enhance reliability in algorithmic

decisions.

The insights gained by theseethods are relevant not only for research but also for practice in
the private as well as public sector. Since real estate professionals commonly use ML to inform
their decision makingRICS, 2017) modetagnostic methods provide a useful framework to
effectively handle Adbased results. Whereas thdvantages of these methods have already
been discussed in detail, difficulties and limitations must also be pointed out. First of all, there
are challenges in terms of computing power. Whereas parametric epaemetric methods

are usually able to estiate hedonic models within seconds, Mdésed methods such as XGB
take considerably longer. This also applies to the application of IML. Furthermore, it should be
noted that data availability is of course essential for hedonic mdees with ML-based
models, an omitted variable bias can drastically reduce the informative value and thus the
applicability. Admittedly, the data set of this study is quite extensive, but there are of course

other additional apartment features imaginable that could influeacedhning of the results.

IML is a rapidly evolving field with new methods and applications being continuously
proposed. Although this researateahasachieved a degree of stabiliiylolnar et al., 202Q)

it is still in its infancy and faces several challenges to overcome. On the one hand, there is a
need to define what interpretability means to then evaluate how black boisroadée made

more interpretable. On the other hand, the sensitivity of interpretation methods is of high
importance, since not onlthese methods, but also the Mtechniquesare dynamically
develging. To further improve trush algorithmic decisionsongoing research is necessary.

We expect IML methods to be a valuable addition to the hedonic practice, both because it
contributes to the transparency of ML models and because it provides insights on potentially

unknown relationships in real estate hedanadelling.
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Appendix

Appendix 1

We apply different hedonic methods that have been used regularly in the literature. First, we
deploy a hedonic OLS modelling approach to estimate the effects of property characteristics on
rental prices. Linear hedonic regression represents the standaodapmn modelling real
estate prices and rents and is frequently used in housing sfivthgsr et al., 2019)The
hedonic regression desceib the rent®w as the sum of the predicted values of its

characteristics:

In accordance to the real estate literature, a-mgriunctional form with logiransformation

of the dependent variable is conducted. Property characteristics include structural, socio
economicneighborhoodand locational features. Proximity variablec@mt for the spatial
distance to public amenities and transport. Further spatial effects are modelled via spatial
expansion by incorporating the coordinates in terms of longitude and latttige ét al, 2007
Chrostek & Kopczewska, 201Bace & Hayunga, 2020Furthermore, temporal dummies are

included for the specific month and year.

Many authors argue that property prices and rents may contain two key figures, namely spatial
autocorrelation andpatial heterogeneity, that can require the spatial extension of hedonic
models(LeSage 1999) Since the occurrence of spatial effects can lead to misspecifications
and biased results in the OLS framewd@Anselin, 1988) we additionally pply a spatial

autoregressive regressid®AR) with the following functional form:
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" w clenotes a spatial lag of the target variahlavith @ being the spatial weight matrix that

specifies the spatial structure, ahdepresenting the spatial lag parameter.

However, linear models are subject to various restrictions due to their functional parametric
form that can yield to misspecificationMd@san & Quigley, 1996 Pace, 1998 Because
relationships in housing markets appear often to bdinear, hedonic modelling can require

the incorporation of more flexible functional forms to account for nonlinedibytemps et

al., 2008 Brunauer et al., 20)3Hence, a senparametriqgeneralized additive modéEAM)

is further considered.

GAM relaxes the linearity assumption by replacing the parametric linear relationship with
nontparametricsmootherge.g.splines, neaneighborand kernel smoothers). The linear

equation iexpanded by} smooth function&Qin order toidentify latent mr-linear effects.

The results of the aforementioned methods are presented in Appendix 2. The coefficients

provide expected signs and confirm a good model fit by showing acceptable R
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Appendix 2: Resultsof the OLS, GAM and SAR estimation

Dependentvariable: log Rent per month

OLS GAM SAR
log Living area 0.939 ** (0.002) 0.900 *** 0.928 ** (0,008)
Floors 0.002 *** (0.0004) 0.003 *** (0.0003) 0.003 ** (0,002)
Age(relative to 2017) -0.0002 *** (0.00003) s$8.000 *** -0.000 ** (0,0001)
Bathtub -0.032 ** (0.002) -0.016 ** (0.001) -0.032 ** (0,006)
Refurbished -0.015 **=* (0.002) 0.005 *** (0.002) -0.013 ** (0,007)
Built-in kitchen 0.084 *** (0.002) 0.077 *=*  (0.002) 0.077 =** (0,007)
Balcony 0.011 ** (0.002) 0.025 ** (0.002) 0.012 ** (0,007)
Parking 0.053 *** (0.002) 0.032 *** (0.002) 0.048 =*** (0,008)
Elevator 0.053 *** (0.002) 0.020 ** (0.002) 0.048 *** (0,009)
Terrace 0.041 *+* (0.002) 0.020 ** (0.002) 0.041 ** (0,009)
log Purchasing Power 0.406 ** (0.011) 0.069 ** (0.002) 0.313 ** (0,040)
CBD_distance -0.019 *** (0.001) $8.692 *** -0.014 ** (0,002)
Bar_distance -0.031 *** (0.002) $8.579 *** -0.024 ** (0,008)
Beergardendistance -0.020 *** (0.002) $8.631 *** -0.015 ** (0,005)
Cafe_distance -0.014 **=* (0.003) s8.700 *** -0.011 ** (0,010)
Bakery_distance -0.011 **=* (0.003) $8.842 *** -0.016 ** (0,009)
Convenience store_distanc -0.036 *** (0.002) $8.144 *** -0.035 ** (0,007)
Department store_distance -0.006 *** (0.001) $8.580 *** -0.008 *** (0,005)
Supermarket_distance -0.018 *** (0.006) $6.487 *** -0.029 ** (0,020)
Bus station_distance -0.028 *** (0.001) $8.794 *** -0.017 ** (0,004)
Railway station_distance -0.020 *** (0.002) $8.757 *** -0.020 ** (0,007)
Traffic signals_distance 0.086 *** (0.007) §8.243 *** 0.075 *=* (0,024)
Car wash_distance 0.012 ** (0.002) $8.763 *** 0.007 ** (0.006)
Park_distance -0.024 *** (0.006) §8.343 *** -0.019 ** (0.020)
School_distance -0.003 *** (0.005) §8.412 *** 0.008 *** (0,006)
Constant -34.043 **=* (3.087) 2.405 ** (0.100) -22.860 *** (11,359
rho 0.131 ==
time controls Yes Yes Yes
locational controls Yes Yes Yes
observations 52,966 52,966 52,966
R? 0.880 0.8%
adjusted R 0.880 0.898
UBRE 0.028

Note:"p<0.1;"p<0.05;"" p<0.01, standard erroase displayeih parenthese§'he GAM column reports the estimated degrees
of freedom of the smooth terms (s) as well as their jsignificance. Time controls (year and month) as well as location
controls (apartment coordinates) are included in all models.
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Appendix 3: Correlation matrix

1. 2. 3. 4 s 6. 7. 8 9  10. 11. 12. 13. 14. 15 16. 17. 18. 19. 20. =21. 22. 23. 24. 25 26.
1. Log rentp.m. 1 0 0 0 0 6 0 o0 ©0 0 O0 © 0 0 0 o0 60 0 0 ©0 0 0 0 0 0 0
2. Log living area 089 1 0 0 0 60 0 0 0 0 0 0O 0 000 0 09 O 0O 0O 0021092 0 0 0
3. Floor 007 002 1 0 005 60 0 0 ©0 0 O0 © 0 0 023 0 60 0 0 ©0 0 0 0 0 0 0
4. Age 014 010 009 1 0 6o 0 0 ©0 0 0 © 0 0 0 o0 60 0 0 O0 0 0 0 0 0 0
5. Bathtub 012 018 -001 006 1 074 0O 0O O O ©O0 02 0002 0 O 077 0O 0 00l 051 O 00l 062 0 005
6. Refurbished -0,09 -0,08 -0,04 023 0,00 1 100 0 0 0 0 0 0091 0 O 60 0 0 ©0 0 0 0 0 046 0
7. Bulit-in-kitchen 032 021 005 013 002 000 1 0O O O ©O0 000 O O 001 O 60 0 0 ©0 0 0 0 0 0 0
8. Balcony 019 019 010 027 012 -006 006 1 O O ©O0 08 0 O 0 O 0 0 0 0 009 0 002 O 0 0
9. Parking 037 033 005 057 008 -012 024 021 1 0 O O 0 024 0 0O 0 0 0 0 004 0 O 0 0 0
10. Elevator 024 012 028 -056 003 -017 018 023 045 1 0 O 0 0 0 o0 0 0 0 0 0 0 0 0 0 0
11. Terrace 021 021 -017 -020 005 -0,06 009 -009 021 011 1 0 0o 0 0 0 0 0 0 O0 0 0 0 0 007 0
12. Purchasing power 010 011 -0,10 004 001 005 001 000 001 -0,06 005 1 0 0 0 o0 0 0 0 O0 0 0 0 0 001 0
13. CBD_distance 0,22 -0,07 -0,11 004 001 002 -012 -003 -002 -018 003 042 1 0 0 0 0 0 0 O0 0 0 0 0 0 0
14. Bar_distance 0,20 -0,04 -0,13 008 001 000 -016 002 -001 -019 004 019 042 1 0 0 0 0 0 O0 0 0 0 0 0 0
15. Biergarten_distance 0,06 001 -001 -028 003 -0,11 -001 009 018 013 006 -006 007 005 1 0 0 0 0 0 0 0 0 0 0 0
16. Cafe_distance -0,15 -0,03 -0,10 -0,14 0,03 -0,03 -0,15 007 004 -0,10 006 018 035 053 020 1 0 0 0 ©0 0 0 0 0 0 0
17. Bakery_distance 0,09 000 -0,07 012 000 -0,02 -008 004 006 -006 006 022 033 037 011 031 1 O O 0O 0O 0 O 0 0 0
18, Convenience 0,11 003 -0,11 -0,22 002 -0,05 -0,07 006 0,13 -0,02 009 045 054 048 0,38 042 042 1 0 0 0 0 0 0 0 0
store_distance
19. Department store_distanc -0,18 -0,02 -0,09 -0,21 005 -0,05 -0,11 007 0,11 -007 006 017 043 047 046 043 022 058 1 0 0 0 O 0 0 0
20. Supermarket_distance  -0,05 0,03 -0,10 -0,08 001 -0,03 -0,07 0,03 003 -011 006 027 028 037 016 039 031 034 022 1 0 0 O 0 0 0
21. Bus station_distance ~ -0,25 -0,09 -0,15 -0,08 000 002 -0,15 0,01 -0,01 -0,18 003 029 0,62 057 007 040 048 059 048 029 1 0 O 0 0 0
22. Railway station_distance -0,14 0,01 -0,12 -021 003 -0,05 -0,09 0,07 011 -006 007 041 059 040 045 043 035 065 064 034 052 1 0 0 0 0
23. Traffic signals_distance -0,08 0,00 -0,09 -0,03 001 002 -0,08 001 -001 -0,14 004 020 038 045 010 037 026 042 030 037 033 035 1 0 0 0
24. Car wash_distance 0,08 008 -001 -0,05 000 -002 003 003 004 006 003 016 -0,13 031 016 009 0,03 013 -0,08 -0,03 -0,05 0,02 0,09 1 0 0
25. Park_distance 0,11 -0,03 -0,04 -0,06 003 000 -008 003 001 -008 001 001 024 032 -002 023 035 025 023 014 030 018 024 -008 1 0
26. School_distance 0,06 -0,02 003 -011 001 -0,03 -004 005 004 002 002 -008 005 019 016 024 017 020 024 030 010 016 025 001 0,15 1

Notes:Pearson correlatiocoefficientsare displayed below the diagorsedd pvalues above
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Appendix 4: Centred PD plot for Distance to department store
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Note: The figure displays the partial dependence centered at lowest feature value. The vertical axis denotes the featutbe/fgasmf
level while the horizontal axis denotes the covariates feature v8laesce:Own depiction.
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